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Abstract

New neurons are produced each day in the hippocampus through the process of neurogenesis. Both mental and physical training can modify this process by increasing the number of new cells that mature into functional neurons in the adult brain. However, the mechanisms whereby these increases occur are not necessarily the same. Physical activity, especially aerobic exercise greatly increases the number of new neurons that are produced in the hippocampal formation. In contrast, mental training via skill learning increases the numbers that survive, particularly when the training goals are challenging. Both manipulations can increase cognitive performance in the future, some of which are reportedly mediated by the presence of new neurons in the adult hippocampus. Based on these data, we suggest that a combination of mental and physical training, referred to here as MAP training, is more beneficial for neuronal recruitment and overall mental health than either activity alone.

1. The search for a better brain

Over the last decade, a large body of literature has revealed that both mental and physical training can improve a variety of cognitive abilities, including those related to learning and memory. Here, we review training procedures which facilitate learning and memory through mechanisms that coincidentally involve the incorporation of new neurons into the adult brain. Every day, thousands of new neurons are produced in the adult brain through a process known as adult neurogenesis (Cameron and McKay, 2001). Many of the new cells are generated in the hippocampal formation, a brain structure necessary for many types of new learning, and one that is highly responsive to the effects of mental and physical training.

New neurons in the hippocampus are extremely responsive to the external environment. Aerobic exercise is the most well-characterized of these influences, because it causes a large increase in the number of cells that are produced. The first study to demonstrate this effect was reported by van Praag et al. in 1999. In this study, two weeks of daily voluntary exercise resulted in an approximately fifty percent increase in the number of new cells generated in the dentate gyrus (van Praag et al., 1999). Since then, numerous studies have revealed similar effects (Fabel et al., 2003; Kronenberg et al., 2006; Trejo et al., 2001), including a report that just one day of exercise can significantly increase the number of cells produced (Steiner et al., 2008).

Regardless of how many cells are generated, approximately half undergo programmed cell death one-to-two weeks after their birth. In other words, even though many new cells might be produced in response to some environmental manipulations, a great number of those do not survive beyond a few weeks, and they typically die before they have become functionally connected with other neurons in the adult brain. However, in a series of studies, we have reported that most of these new cells can be rescued from death by mental training. Although the term “mental training” has come to encompass a number of different learning phenomenon and/or procedures, we use it here to refer to the direct manipulations of training procedures, the goal of which is to induce skill learning. In order to learn the skill, animals often require many trials each day, often over multiple days, and they must exert sustained effort and/or concentration during the training manipulation. These types of mental training procedures keep the new cells alive, whereas less intensive training procedures do not. The types of training that we know to be effective involve processes related to associative learning, spatial learning, and even physical skill learning (Curlik et al., 2011; Gould et al., 1999; Shors...
et al., 2012; Wurm et al., 2007). After learning, the surviving neurons remain in the dentate gyrus for several months (Leuner, 2004). By that time, these new cells will have formed functional monosynaptic connections to area CA3 of the hippocampus and polysynaptic connections with efferent sites elsewhere (van Praag et al., 2002). It is presumed that these cells have become integral units in circuitries used by the brain for learning and memory. Minimally, it can be concluded that the adult brain is supplemented with more neurons simply as a result of new learning.

With that said, rescuing new neurons from death is not so simple. Training will only rescue these cells when successful learning occurs during that training. Animals that fail to learn, or those that learn very poorly, do not retain any more new neurons than animals that are not trained at all (Curlik and Shors, 2011). These relationships produce strong positive correlations between how well an animal learns the skill and the number of surviving cells in that animal’s dentate gyrus (Curlik and Shors, 2011; Dalla et al., 2007; Sisti et al., 2007; Fig. 1A). Furthermore, when learning is pharmacologically prevented during training, the cells do not survive (Curlik and Shors, 2011). Thus, training by itself does not rescue these cells from death. Instead, learning must occur during the training process. However, not all forms of learning rescue these cells. In general, learning only rescues new neurons when the learning is difficult to master. For example, learning to associate two stimuli that overlap in time does not rescue new cells from death. This type of association is easy to learn and occurs with minimal if any conscious awareness (Beylin et al., 2001; Clark and Squire, 1998). When the associations are more difficult to acquire, the cells respond and survive. For example, learning to associate two stimuli that overlap, but are separated by a long temporal window, requires many more trials to learn; learning this association increases the number of surviving neurons (Leuner et al., 2006). Similarly, learning to associate two stimuli that do not occur together in time increases the number of surviving neurons — but only if the temporal gap is sufficiently long (Waddell et al., 2011). This relationship between task difficulty and neuronal survival also extends into spatial learning. For example, learning to navigate to a visible platform in a water maze task does not increase the number of cells that survive, but learning to find the platform using only spatial cues outside the maze does rescue new neurons (Gould et al., 1999). Of course, individual animals (including humans) tend to learn at different rates. To account for individual differences in learning ability, we typically assess how many trials are necessary for any given individual animal to learn, and have repeatedly observed strong positive correlations between the number of trials necessary to learn and the number of surviving cells in that animal’s dentate gyrus (Curlik and Shors, 2011; Waddell and Shors, 2008; Fig. 1). In other words, animals that learn the skill but require more trials of training to do so tend to retain more cells than animals that learn with less effort. Thus, learning appears to have the greatest impact on neurogenesis when the training task itself is challenging, and when the individual animal requires many trials and/or days of training to master the skill.

Fig. 1. Mental training can greatly increase the number of surviving cells in the adult dentate gyrus. A) Animals that learned a trace memory retrained more new cells than animals that failed to learn, resulting in a strong positive correlation between the number of conditioned responses emitted during training and the number of surviving cells in the dentate gyrus. B) Of those animals that learned, those that took longer to do so retained more new cells than those that learned quickly. Representative BrdU-labeled cells from C) an animal that failed to learn and D) an animal that successfully learned the task (Adapted from Curlik and Shors, 2011).
Over the past decade, there has been increasing interest in the role that new neurons actually play in the instantiation of learning. The first study to report such a relationship took advantage of an antimitotic agent known as MAM, which significantly reduces the number of new cells that are produced across time. After several weeks of treatment (but in the absence of the drug), animals expressed a select deficit in learning to associate events across time (Shors et al., 2001), an effect that has been replicated using another antimitotic known as TMZ (Nokia et al., submitted for publication). Since then, other techniques have been developed to reduce cell numbers, including focused irradiation or genetic manipulations (Reviewed in Shors et al., 2012). A summary of the many reports since then is beyond the scope of the current article. That said, many of the reported deficits in performance vary either as a function of the task parameters or the method used to reduce neurogenesis. Anti-mitotics tend to be the easiest to administer, being delivered via intraperitoneal injections, or osmotic pumps. As such, these compounds are not target specific, and can interfere with the proliferation of cells in other areas of the CNS and the periphery. Focused irradiation, on the other hand, can target precursor cells in the hippocampus, but it requires specialized equipment which is not readily available. Moreover, irradiation can lead to inflammation, especially in the immediate weeks after treatment. Genetic techniques can specifically target neuronal precursor cells, but they can have side effects, which impair aspects of performance unrelated to learning. Also, the genetic targets may have multiple functions, or be involved in other physiological processes, independent of their role in regulating those involved in neurogenesis. Therefore, evaluating how these new neurons contribute to learning and memory is difficult, and is probably best done by examining learned responses following several different ablation techniques, in independent groups of animals and laboratories. Meta-analyses of converging operations would help to ensure that behavioral changes reflect a reduction in hippocampal neurogenesis, not merely side effects of the chosen ablation technique.

Given these considerations, it appears that some forms of learning (such as trace conditioning and pattern separation) are especially sensitive to the loss of the new cells whereas others can still be learned in their near absence. For example, when neurogenesis was disrupted, with either antimitotics or whole brain irradiation, animals could readily learn to associate stimuli that occur close together and/or overlap in time (delay conditioning). They could also learn to associate one stimulus with a context in which a fearful event occurs (contextual fear conditioning), and to find a hidden platform using spatial cues in the environment (Morris water maze) (Achanta et al., 2009; Shors et al., 2001; Shors et al., 2002; Nokia et al., 2012a). However, animals with disrupted neurogenesis did have difficulty learning to associate events across longer periods of time, as well as learning to distinguish between patterns that are closely related to one another in space (Achanta et al., 2009; Clelland et al., 2009). Overall, the data suggest that the new cells are most engaged when the task demands are high, and mastering them depends on cognitive flexibility (Burgardt et al., 2012; Shors et al., 2012).

2. Is more better?

We often assume that more is better, and this includes new neurons. However, even though manipulations that effectively disrupt neurogenesis can impair learning, the number of proliferating cells in healthy animals (i.e. those with “normal” levels of neurogenesis) does not necessarily relate to how well those animals learn. For example, the number of proliferating cells in an individual animal’s dentate gyrus does not predict the amount of learning that will occur in the future in that animal (Anderson et al., 2011; Bizon and Gallagher, 2005; Nokia et al., 2012). Of course, it remains conceivable that some neurogenic manipulation could increase cell proliferation beyond the normal range of individual differences, and thereby influence the potential for learning in the future. Several experiments have examined this question. In one study a genetic manipulation was developed, which nearly doubled the number of surviving neurons in the adult dentate gyrus. The animals performed within the normal range on tests of spatial navigation learning, contextual fear conditioning, and novel object recognition, but they were better able to distinguish between two highly similar overlapping contexts (Sahay et al., 2011a). These data are consistent with the results of another study, which revealed that voluntary exercise could increase cell production, and also facilitate spatial pattern separation (Creer et al., 2010).

What if a multitude of new neurons were produced in response to learning or exercise in an otherwise healthy individual — would this facilitate future learning? One study examined this question by housing animals in an enriched environment. This enrichment increased the number of new hippocampal cells by nearly 70%, and after the enrichment animals were able to remember a novel object for a longer period of time (Bruel-Jungerman et al., 2005). The increase in memory was reportedly related to the increase in cell number, because it did not occur when the new cells were not produced. In another study, neurogenesis was increased by allowing animals to exercise in activity wheels for approximately two months (Clark et al., 2008). The animals learned a new task faster (the Morris water maze). However, when neurogenesis was disrupted the exercise no longer facilitated learning. Together, it appears that interventions that increase neurogenesis can facilitate important processes related to learning and memory, including pattern separation (Sahay et al., 2011b), memory resolution (Aimone et al., 2011), timing and/or cognitive flexibility (Burgardt et al., 2012; Shors et al., 2012). Again, tasks that require some degree of cognitive effort and/or discriminatory skill are the most likely to be dependent on and even facilitated by the presence of these new neurons.

Importantly, not all cognitive enhancements that occur as a result of physical exercise or mental training are due to the production or presence of new neurons. For example, increases in proliferation as a result of exercise did not critically contribute to increases in motor skill learning or contextual fear conditioning (Clark et al., 2008). Nor did the enhanced spatial learning after environmental enrichment depend on their presence (Meshi et al., 2006). More directly, and as noted, genetically increasing the number of cells did not noticeably alter simple spatial, contextual, or novel object recognition learning (Sahay et al., 2011a). Overall, these results suggest that both mental and physical training may facilitate future learning, and some of these effects are potentially mediated by increases in adult neurogenesis. Because exercise and learning excerpt widespread changes on the brain’s structure and function, it is highly unlikely that changes to this one process, or any process for that matter, account for all the observed changes in cognition following training.

3. Does working out help the brain work?

For decades now, we have appreciated the fact that physical exercise can enhance select processes of learning (Clarkson-Smith and Hartley, 1989; Cotman and Berchtold, 2002; Dustman et al., 1990; Powell and Pohndorf, 1971). For example, older adults that engage in physical activity outperform their sedentary counterparts on tests of reasoning, working memory, and reaction time (Clarkson-Smith and Hartley, 1989). Likewise, retired individuals that remain physically active perform better on a series of cognitive tests than retired individuals who are physically inactive (Rogers
et al., 1990). Such increases in physical activity are also associated with increases in fluid intelligence, a term sometimes used to refer to an individual’s ability to solve novel problems (Powell and Pohndorf, 1971). However, most of these studies are retrospective and/or observational. Correlations could arise because individuals who are more active are also more mentally able and more likely to engage in other activities such as socializing, which thereby improves cognition.

To more directly address the relationship between physical exercise and cognition, randomized controlled trials have now been conducted. Meta-analyses of these trials indicate that physical activity positively influences many aspects of cognitive performance in healthy individuals, as well as subjects with minimal cognitive impairment and dementia (Colcombe and Kramer, 2003; Heyn et al., 2004; Smith et al., 2010). The effects of physical exercise tend to be most evident during tests involving executive function, which are those processes in the brain related to response inhibition, scheduling, planning, selective attention, and working memory (Colcombe and Kramer, 2003). Exercise also tends to facilitate performance on visuospatial tasks and tasks that require controlled processing (Colcombe and Kramer, 2003). Importantly, most of the published literature focuses on elderly individuals because of the increasing threats of cognitive decline and dementia in these populations. One meta-analysis focused on studies in children, reporting overall increases in perceptual skill, academic readiness, IQ, achievement, and performance on standardized math and verbal tests (Sibley and Etzioni, 2003). Combined with findings revealing that exercise can facilitate declarative learning in adults (Pereira et al., 2007) and executive function in the elderly (Reviewed in Colcombe and Kramer, 2003), these results suggest that exercise can act as a cognitive enhancer, facilitating learning seemingly across the lifespan.

In addition to these human studies, there are many studies about physical exercise and learning in laboratory animals, most of which are quite convincing. Either voluntary or forced exercise reportedly improves performance during training on a wide variety of learning tasks, including spatial navigation learning in a Morris water maze (Albeck et al., 2006; Kennard and Woodruff-Pak, 2012; van Praag et al., 2005), a radial arm maze (Anderson et al., 2000), delay eyelink conditioning (Green et al., 2011), and contextual fear conditioning (Barrientos et al., 2011; Baruch et al., 2004). Importantly, many studies were conducted in healthy adult animals, indicating that exercise can have cognitive benefits in otherwise healthy individuals. Of course, too much exercise over too long a period of time can impose negative consequences, presumably due to the physical and emotional stress of this type of regimen (Kennard and Woodruff-Pak, 2012). Moreover, certain forms of exercise facilitate learning in some individuals, whereas these same exercises impair learning in different individuals. With these caveats, there does appear to be a trend towards improved cognitive performance as a result of vigorous exercise. The neuronal mechanisms that reportedly mediate these effects include neurogenesis but they do not exclude angiogenesis, synaptogenesis, and the production of neurotrophins (Reviewed in Cotman et al., 2007; van Praag, 2009).

4. Training the brain

Over the last decade, the popularity of computerized “brain training” programs has skyrocketed. In 2005, American consumers spent an estimated $2 million on mental training programs (Aamodt and Wang, 2007). The worldwide value of the brain training industry rose to over $260 million in 2008. By 2015 the value of the brain training industry is projected to be between $1 billion and $5 billion, revealing an immense interest in these training programs (Hayden, 2012). Many of these programs claim to enhance the user’s ability to learn and retain information, and some claim to prevent age-related cognitive decline. The types of training vary from program to program, but most of them tend to rely on practicing simple computations, reading aloud, and memorizing words (Fuyuno, 2007).

Do mental training programs actually work? Is it really possible to train our brains to learn better? Over the course of mental training, individuals do tend to improve their ability to perform on the trained tasks. However, improvements on previously trained tasks do not necessarily translate into enhancements after training. Instead, they simply reveal what we already knew – individuals get better at what they practice. If these training programs actually improve cognition, then they should also facilitate acquisition of tasks that have never been attempted or practiced. Such verification is crucial, because this would indicate that the effects of mental training transfer from the training context to another novel context, and are accompanied by increases in learning, memory, executive function, selective attention, and/or fluid intelligence. Many of these training programs were only recently developed, with few scientific studies directly assessing their validity. One study has reported that training with the popular “Brain Age” computer software improved measures of executive functioning and processing speed in elderly individuals (Nouchi et al., 2012). Unfortunately, the sample size of this study was relatively low, and the research was performed by one of the creators of the Brain Age computer program. On the opposite end of the spectrum, one recent large-scale study failed to find any gains in attention, planning, visuospatial skills, or reasoning following six weeks of cognitive training (Owen et al., 2010). However, this study was criticized for using a very low dose of mental training: Individuals were instructed to perform a minimum of three ten-minute sessions of training per week over six weeks. Furthermore, subjects voluntarily signed up after watching a popular television program. Therefore the results of this study may not generalize to the overall population. Even with these concerns, one negative finding does not prove that all forms of “brain training” are ineffective.

A lot of attention was recently bestowed on a group of scientists who reported that sustained mental training increases fluid intelligence. Fluid intelligence loosely refers to an individual’s ability to solve novel problems or engage in reasoning. As such, increases in fluid intelligence should transfer to a wide variety of learning situations and real-life experiences. Furthermore, an individual’s fluid intelligence (as assessed by conventional psychometric tests) strongly correlates with their professional and educational success (te Nijenhuis et al., 2007). For these reasons, researchers have spent decades attempting to improve fluid intelligence via mental training. Most of the results have been negative, thus supporting the general notion that fluid intelligence is not malleable. More recently, investigators have been attempting to increase fluid intelligence by training with working memory tasks. Working memory essentially refers to an individual’s ability to concurrently store and process information. When the processing demands are high, little information can be stored; however, when the processing demands are low, comparatively more information can be retained (Matzel and Kolata, 2010). Strong, positive correlations have been found between an individual’s working memory capacity and their individual fluid intelligence (Conway et al., 2002). The group of scientists to report this effect was led by Susanne Jaeggi (Jaeggi et al., 2008). In their study, participants were trained with a difficult working memory task, known as a dual N-back task. In this task, bits of information are presented at a fairly rapid pace. Individuals must retain numbers, letters or spatial locations in their working memory, and note when those bits of
information reappear. The task can be rendered even more difficult by presenting information from two modalities simultaneously. After weeks of this working memory training (during which N-back performance improved), the subjects scored significantly higher on a measure of fluid intelligence (Bochumer Matrizen-Test). Furthermore, the effect was reported to be “dose-dependent”, with longer periods of training resulting in greater gains in measures of fluid intelligence. Upon publication, these results were hailed as evidence that fluid intelligence was malleable and susceptible to training (Sternberg, 2008). An additional study, conducted by the same group, has now revealed similar findings in children (Jaeggi et al., 2011). However, in this study measures of fluid intelligence only increased in those children that successfully learned the working memory task. Children that did not improve performance during working memory training also did not display improvements in measures of fluid intelligence. Furthermore, a positive correlation was observed between each child’s performance on the working memory task and their improvement on measures of fluid intelligence. Together, these results suggest that individual differences in learning may mediate this effect of mental training. It is noted that the validity of the N-back task as a verifiable measure of “working memory” has been questioned, because performance does not always correlate with other standard measures of working memory (Jaeggi et al., 2010). Since then, and perhaps because of this issue, the initial claims have been tempered (Moody, 2009; Shipstead et al., 2012). Regardless, these findings still suggest that mental training may enhance components of intelligent thought and behavior.

Interestingly enough, analogous measures of intelligence in humans can be assessed in rodent models of learning and memory. Matzel and colleagues report that working memory training can improve measures of fluid intelligence in mice (Light et al., 2010). In one study, mice were first trained with a working memory task. The animals were concurrently trained with two radial arm mazes, which shared extra maze cues. The animals were required to maintain and process information about both mazes during the course of training, which taxed the animal’s working memory. Following working memory training, the animals were then trained with a battery of different learning tasks, which included measures of spatial learning, associative learning, odor discrimination, and passive avoidance learning, as well as tests of selective attention. The behavioral results from these tests were used to compute a general learning score for each mouse. This learning score is in many ways analogous to measures of human intelligence (Blinkhorn, 2003; Matzel et al., 2003). For example, mice with high general learning scores typically perform better across all of the tests, whereas mice with low general learning scores perform worse. In agreement with human findings, mice trained with the working memory protocol were better able to learn under novel training conditions in the future, including tasks unrelated in terms of sensory or motor experience to the training tasks. Furthermore, when the working memory demands of the training task were reduced, by altering the working memory task so that the two mazes no longer shared any extra maze cues, the improvement in the general learning ability of the mice was likewise reduced (Light et al., 2010). Therefore, the more difficult the mental training, the more marked is the increase in general learning ability. Likewise, Matzel et al. (2011) reported that working memory training across the lifespan protected aged animals from typical age-related cognitive decline. Particularly relevant was their finding that animals of natively lower body weight exhibited less age-related cognitive decline than natively heavier animals (Matzel et al., 2008).

Overall, these and other results, suggest that specific forms of working memory training (such as the N-back task) may improve fluid intelligence, but the more common forms of “brain training” do not necessarily elicit these gains in healthy subjects. Most importantly, we do not know how changes in measures of fluid intelligence (Bochumer Matrizen-Test).

Fig. 2. Learning one task can facilitate acquisition of a similar task, thereby increasing the number of surviving adult-born cells. A) Animals were trained with two different forms of eyetracking conditioning. Half of the animals were trained with Task 1 and then with Task 2. The other half was trained with Task 2 before training with Task 1. B) The first phase of training facilitated acquisition during the second phase. C) Animals that successfully learned both tasks retained more new cells than animals that failed learn both tasks (Adapted from Nokia et al., 2012).
intelligence will translate into the day-to-day lives of individuals who partake in such practice. Moreover, since most of the studies are conducted in humans, there is no way currently to assess the effects of this training on neurogenesis or cell survival. That said, there are data to suggest that mental training on one task will increase performance on a related task in the future, and this process has a positive impact on neuronal survival (Nokia et al., 2012; Fig. 2). In this study animals were trained to learn to associate two events together across a specific period of time. Some weeks later, they were trained on a similar task, except the stimuli were separated by a different period of time. Animals that were already trained were better able to associate the stimuli over different time periods. This is not necessarily surprising since the skills acquired during the initial learning experience are easily and quickly transferred during training on the second task. What is surprising is the fact that hippocampal cells that were not yet born during training on the first task were more readily rescued from death by training on the second related task. Therefore, learning about the environment in one situation transfers into future learning opportunities, and with it brings an increased ability to incorporate new neurons into the hippocampus.

5. Imaging blood flow during mental and physical training

What about humans? Are there established neuronal changes that accompany mental and/or physical training? There are a few. One study reported that aerobic exercise reversed age-related decreases in hippocampal volume, which correlated with an improvement in spatial skill (Erickson et al., 2011). Combined with animal studies, these results suggest that exercise may facilitate learning-related processes through architectural changes in the hippocampus. However, there were some conflicting results to consider. For example, the group that only engaged in stretching exercises also expressed the increase in spatial skill. Therefore, aerobic exercise per se, may not have facilitated learning, but rather something about engaging in the experiment was as effective (Coen et al., 2011). Furthermore, the results were limited to elderly adults, and thus may reflect neuroprotective effects of exercise, and not a generalized cognitive enhancement.

And what about the effects of mental and physical training on neurogenesis in humans? It seems likely that exercise would increase the number of new neurons produced in the human hippocampus, as it greatly increases the number of neurons produced in laboratory animals, but this has not been established. The problem here is that it is not yet possible to precisely assess the number of newborn cells as they are produced within the living human hippocampus. One recent study attempted to sidestep this technological limitation by examining cerebral blood volume, a neural correlate of neurogenesis, in mice and humans (Pereira et al., 2007). They began the study by demonstrating a relationship between dentate gyrus cerebral blood volume and neurogenesis in mice, as well as an increase in both measures after exercise. When neurogenesis was impaired, via irradiation of the dentate gyrus, exercise no longer increased neurogenesis; nor did it increase dentate gyrus cerebral blood volume. Based on these data, they suggested that exercise-induced increases in dentate gyrus cerebral blood volume can be considered a neural correlate of exercise-induced neurogenesis in humans. The researchers then went on to study these relationships in healthy humans, except for the fact that they were sedentary. The subjects engaged in twelve weeks of physical training, with four one-hour sessions of aerobic exercise per week. This exercise program greatly increased cerebral blood volume in the dentate gyrus, where the new hippocampal neurons are generated. Furthermore, each individual's change in dentate gyrus cerebral blood volume correlated with the change in their maximum oxygen consumption after physical training. The participants also expressed a facilitation in acquisition of a declarative memory following physical training, suggesting that exercise
improves declarative learning via an increase in neurogenesis in healthy human beings (Pereira et al., 2007). It is noted that these results do not demonstrate a precise relationship between exercise and neurogenesis, nor one between exercise and learning, but they do nonetheless demonstrate positive outcomes for brain health as a result of physical exercise and aerobic training.

6. Concluding with a combination of mental and physical skill learning

Can we really train our brains to learn better? It appears that physical training with aerobic exercise can improve learning and memory in healthy individuals. It also appears that some regimens of mental skill training, when rigorous and sustained, can increase processes related to cognition and associative learning. But even if this were true on both counts, these activities are not necessarily acting via the same neuronal mechanisms, neurogenesis notwithstanding. Here we suggest that a combination of these two forms of training may result in greater cognitive gains than either form alone. To our knowledge, no such studies have examined the cognitive enhancing effects of combined mental and physical training in healthy humans. However, these two forms of training do appear to have an additive effect on neurogenesis. For example, a combination of exercise and environmental enrichment resulted in a greater increase in neurogenesis than either exercise or enrichment alone (Fabel et al., 2009; Fig. 3). Thus, as one might expect, a combination of mental and physical training can have additive effects on the structure of the adult brain, which may help to keep the brain fit for future learning (Kempermann, 2008; Shors et al., 2012).

But we might also take this idea a bit farther by using training regimens that combine mental and physical skill training. After all, exercise and skill learning often coexist and interact. For example, learning to perform a new dance routine or a new sport engages a great many learning processes, including working memory, and requires some significant degree of cognitive effort. Thus, it might be informative to explore the combined effects of mental and physical skill training on cognition and neural plasticity. To this end, we have been examining the effects of motor skill training on neurogenesis and cell survival. In these experiments, we took

![Acquisition of a difficult physical skill increases the number of surviving cells. Animals that learned the physical skills necessary to remain on top of an accelerating rotator retained more new hippocampal cells than untrained animals. This increase was only observed in animals that successfully acquired the skill. Those animals that failed to learn, or that learned poorly, displayed no such increase in cell survival. An additional group of animals were not trained on the rotator. Instead, they were allowed to exercise in activity wheels for several days. This voluntary exercise did not rescue cells from death. Together, these results suggest that skill learning, and not merely exercise, increases the number of surviving neurons in the adult hippocampus (Curlik et al., 2011).]

![Fig. 4. Acquisition of a difficult physical skill increases the number of surviving cells. Animals that learned the physical skills necessary to remain on top of an accelerating rotator retained more new hippocampal cells than untrained animals. This increase was only observed in animals that successfully acquired the skill. Those animals that failed to learn, or that learned poorly, displayed no such increase in cell survival. An additional group of animals were not trained on the rotator. Instead, they were allowed to exercise in activity wheels for several days. This voluntary exercise did not rescue cells from death. Together, these results suggest that skill learning, and not merely exercise, increases the number of surviving neurons in the adult hippocampus (Curlik et al., 2011).]
advantage of a task known as the rotarod test, in which rodents learn to stay on a rod as it rotates (Buitrago et al., 2004). To make it more difficult, we increased speed of the rod over time. As animals learned the motor skill, they were able to stay on the rod for longer and longer periods of time. Those that did learn retained many more neurons in their hippocampus than animals that were not trained. They also retained more than those that did not learn AND those that were trained on a simple version in which the rod rotated very slowly and predictably. Animals that exercised in an activity wheel for several days, running twenty times the distance of the trained animals in the same time period, did not retain any more cells than those that were sedentary. These results suggest that, the increase in cell survival was not due to exercise but rather to learning the new motor skill (Fig. 4). It is noted that the new cells were already present during the training experience and about to undergo programmed cell death (Curlik et al., 2011). Thus, it would appear that the effort expended and expertise acquired during the motor skill learning was sufficient to keep neurons alive that would have otherwise died. Overall, these results indicate that the mental effort intrinsic to many athletic and sporting endeavors can produce long-lasting effects on structure of the adult brain. More generally, they concur with the adage: "There are many roads to Rome." That is, training your brain may have less to do with the road you take and more to do with the effort you spend finding the right one.
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