Use it or lose it: How neurogenesis keeps the brain fit for learning
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Abstract

The presence of new neurons in the adult hippocampus indicates that this structure incorporates new neurons into its circuitry and uses them for some function related to learning and/or related thought processes. Their generation depends on a variety of factors ranging from age to aerobic exercise to sexual behavior to alcohol consumption. However, most of the cells will die unless the animal engages in some kind of effortful learning experience when the cells are about one week of age. If learning does occur, the new cells become incorporated into brain circuits used for learning. In turn, some processes of learning and mental activity appear to depend on their presence. In this review, we discuss the now rather extensive literature showing that new neurons are kept alive by effortful learning, a process that involves concentration in the present moment of experience over some extended period of time. As these thought processes occur, endogenous patterns of rhythmic electrophysiological activity engage the new cells with cell networks that already exist in the hippocampus and at efferent locations. Concurrent and synchronous activity provides a mechanism whereby the new neurons become integrated with the other neurons. This integration allows the present experience to become integrated with memories from the recent past in order to learn and predict when events will occur in the near future. In this way, neurogenesis and learning interact to maintain a fit brain.

© 2011 Elsevier B.V. All rights reserved.
1. Introduction

Thousands of new neurons are added to the adult hippocampus each day. However, most of the new cells do not survive. In fact, over half of them, if not more, die within just a few weeks of their birth. One of the most effective ways to keep these cells from dying is by learning. Animals that learn a new and difficult task retain more of these new cells than animals that do not learn or learn a very easy task [1–4]. Thus, effortful and successful learning keeps new neurons alive. Moreover, once rescued, the new neurons survive for months at least [5]. These new cells establish anatomical connections with other neurons, which not only affect neuronal activity within the hippocampus but also presumably affect synaptic and neuronal activity at different locations throughout the brain.

The evidence that new neurons might be influenced by learning and perhaps even involved in learning was not initially well accepted [1,6,7]. Of course, we do not fully understand how learning occurs much less which neuroanatomical and neurophysiological processes are necessary. However, prior to the discovery of neurogenesis, it seemed prudent to assume that learning and the consequent establishment of memory would use already existing neurons and then change the synaptic connections between those neurons as a result of learning—at the so-called Hebbian synapse [8]. This was and still is the prevailing notion behind most neurobiological theories of learning [9]. It is probably in large part correct. However, we must now incorporate the idea of new neurons into the system. Are they involved or just casual bystanders? Are they necessary or simply modulators? Why does the brain produce these new neurons and how does it optimize the number of new ones so that they are useful but not disruptive? In this review, we will address these questions and propose a positive feedback system between neurogenesis and learning. Within this system, learning increases the survival of the new neurons in order that they may then be used to learn more efficiently in the future.

2. How many is enough?

The number of new cells produced in the hippocampus is estimated to be about 10,000 per day in young adult male rats [10] and around 3500 in older adult male rats [11]. Similar numbers or more are expected in humans [12,13]. This seems like a rather large number in isolation. However, one rat dentate gyrus (DG) possesses about one million mature granule cells [14]. In this context, several thousand each day is not so many. As they continually accrue, the adult-born new neurons still only represent about 3% of the granule cell layer present at any given time point [15]. These numbers are gross estimates because the actual number of cells produced varies considerably as a function of species and strain and even sex (i.e. gender). Probably the largest factor is age with numbers decreasing by half or more between puberty and adulthood [16]. Still, thousands of new neurons each day is a significant number.

The new cells are amazingly responsive to their environment. More are produced in response to exercise, antidepressant treatment and even sexual activity. Fewer are produced in response to stressful experience, specific drugs of abuse, alcohol and sleep deprivation (see Ref. [17] for review). Thus, it would appear that new neurons tend to be produced in response to experiences that are often considered “healthy” whereas fewer are produced in response to unhealthy behaviors. This relationship may be coincidental but it seems unlikely. Even if it is, one could make a good argument for engaging in activities that enhance neurogenesis, if only to encourage positive healthy behaviors in humans.

3. Use them or lose them

The good news is that new neurons are produced throughout adulthood. The bad news is that most of them do not survive. More than half of the new cells die within just a few weeks of being born. The death of so many new cells seems like a tremendous waste of energy and leaves one wondering about the functional significance of new neurons. Why would they be produced if only to die weeks later? What happens to the ones that do not die and how can more be encouraged to survive? It turns out that many, if not most, of the new neurons can be rescued from death by learning. This is a prime example of “use it or lose it.”

Cells that are already born and present during the learning experience are more likely to survive than cells that are present in an animal that is not learning [1,2,18,19]. The types of training experiences that increase cell survival include associative learning of a trace conditioned eyelid blink response as well as spatial navigation learning in which animals learn to find a hidden platform using spatial cues in the environment [1,17,18]. Other forms of learning, such as social transmission of food preference or learning a skilled reaching task can also increase the percentage of cells that survive [20,21]. The surviving cells then mature into fully functional granule cells that integrate into the existing hippocampal neural circuitry [22–24]. It is important to realize that the training experience, per se, does not rescue the cells from death. Instead, it is the learning, which occurs during training that is critical. This distinction between learning versus training has been repeatedly observed in studies using trace conditioning as well as spatial learning. In these studies, animals that successfully acquire the conditioned response show an increase in the number of surviving cells, whereas those that fail to acquire the conditioned response display no such increase (Fig. 1: [3,25,32]).

Interestingly, a recent study showed that spatial learning might affect the rate of maturation, differentiation and also activation of adult-born new cells in the DG differently in different strains of rats [26]. This suggests that there are multiple ways in which experiences shape the structure and function of the dentate gyrus by means of affecting adult-born cells. For example, a slower maturation rate may extend the time period during which the new neurons are recruited into existing neuronal networks.

With that said, learning only increases the survival of new neurons during a critical period in their development. Neurons that are one to two weeks of age at the time of the training experience can be rescued from death. However, learning does not seem to increase the survival of new neurons that are older or younger than this critical period [27,28]. In fact, it has been reported that learning can actually decrease the likelihood that cells that are produced at the time of the training experience will mature into fully functional neurons [27,29]. These cells are very young at the time of training—from minutes to just a few days, whereas those that survive are between one and two weeks of age during training and have differentiated into young neurons by the end of training. Thus, at the same time that some cells are being rescued from death by learning, younger cells are dying. This type of modulated response to learning may be used to maintain the total number of granule cells in the DG at an optimal level [27,29].

4. Learning with ease

While some forms of learning can increase neuronal survival, others seem to have no such effect. For example, training with delay eyelid conditioning does not increase the number of neurons that survive [1]. Why is it that the acquisition of trace, but not delay, eyelid conditioning increases neuronal survival? Until quite recently, we hypothesized that tasks that require an intact hippocampus would rescue new neurons from death whereas tasks that do not depend on the hippocampus would not. Indeed, our initial studies seemed to support this hypothesis, as acquisition of trace, but not delay, conditioning requires an intact hippocampus [30]. Furthermore, acquisition of the hidden platform version of
the Morris water maze increases neuronal survival, but learning
the hippocampal-independent version of the task with a visible
platform does not [1, 25, 31].

In recent years it has been determined that the hippocampal
dependence of a task is neither a necessary nor sufficient factor in
determining whether the acquisition of that task will increase neu-
ronal survival. For example, learning a hippocampal-independent
form of eyeblink conditioning, known as contiguous trace condi-
tioning, does rescue new cells from death [32]. Conversely, learning
a trace-conditioning task with a very short trace interval still
requires the hippocampus but does not rescue new neurons from
death [33]. Given these dissociations, it is clear that hippocampal
dependence is not the key factor that determines whether learning
will keep new cells alive or let them die.

If hippocampal dependence is not the key factor, what is? Recent
evidence indicates that learning will rescue new neurons from
death only when learning is difficult. We have operationally defined
difficulty as an increase in the number of trials required to reach
asymptotic performance. Over the past several years, our labora-
tory has repeatedly observed strong positive correlations between
the number of trials an individual animal requires to learn a task,
and the number of surviving neurons in that animal’s dentate gyrus.
Similarly, animals that learn but emit fewer learned responses
early in training retain more cells (Fig. 1b; [2, 3, 32]). Since trace
eyeblink conditioning requires many more trials to master than
does delay eyeblink conditioning, this theory would correctly pre-
dict that trace, but not delay conditioning would increase neuronal
survival. Furthermore, recent evidence indicates that when delay
conditioning is made more challenging, more of the new neurons
are retained [34, 74]. Conversely, when trace conditioning is ren-
dered easier to learn, the new neurons are not rescued from death
[33]. In summary, it appears that only tasks that are sufficiently
difficult to learn are successful in the rescue. In other words, the
organism must exert effort, in this case mental effort, in order to
keep the new cells from dying. These findings take the concept
behind “use it or lose it” into a slightly more complex and yet more
intriguing realm.

Currently the mechanism by which learning rescues new neu-
rons is unknown. One potential candidate is gamma-aminobutyric
acid (GABA). GABA is a neurotransmitter that is traditionally
thought of as having an inhibitory effect; however, GABA activity
depolarizes immature adult-born neurons [35]. Furthermore, it
has been reported that GABAergic depolarization facilitates the
formation of synapses by these new neurons [36]. Therefore, it
is possible that learning induces changes in GABAergic activity
which may contribute to the increase in cell survival. This is prob-
able the most parsimonious hypothesis, although difficult to test
experimentally because manipulations that alter GABA tend to alter
learning.

N-methyl D-aspartate, or NMDA, is another neurotransmitter
that modulates the effect of learning on neuronal survival. NMDA
receptor activation is necessary for trace eyeblink conditioning
[3, 37], as well as most types of spatial navigation learning includ-
ing the hidden platform version of the Morris water maze [38].
Moreover, survival of two-week old hippocampal neurons requires
activation of NMDA receptors [39]. We recently examined the
effects of NMDA receptor antagonism on cell survival after learning.
Antagonism of these receptors each day before training prevented
learning and thereby prevented the increase in cell survival. Antagonism each day after training did not prevent learning, but also did not prevent the increase in cell survival [3]. In line with our results, another recent study reported that infusions of an NMDA antagonist during the training period disrupted learning a delayed matching-to-place task and abolished learning-induced changes in neurogenesis [40]. We have also used a drug, d-cycloserine to enhance activity of NMDA receptors during learning [3]. In this case, more animals learned and as a consequence, more cells were rescued from death. Although these data once again associate the increase in cell survival with learning and not training, they do not indicate that NMDA receptor activation is necessary for the increase in cell survival. Clearly, it is important to identify the mechanisms that keep new neurons alive after learning. However, this is no easy task. Most of the likely candidates—GABA, NMDA, BDNF, ACh, etc.—are intimately tied into learning. As such, it is difficult to manipulate or eliminate one without affecting the other. Of course, this is how a unified system works—one component cannot occur without the other. They are positively related to one another and oftentimes feedback on each other.

5. Using them

From the moment of their discovery, new neurons were implicated in learning. This was in part because the hippocampus is involved in many processes related to learning and even necessary for a subset of those processes. The hippocampus is most often associated with spatial learning because removal of the hippocampus results in deficits in learning about spatial cues in the environment. The most often used task to assess spatial learning is the Morris water maze task [41]. During training, the animal is placed in a pool of water from which it cannot see a hidden platform. The animal eventually bumps into the platform and then learns to escape onto the platform by visualizing the cues that localize the platform. Animals without a hippocampus cannot learn this escape response and have difficulty remembering the location of the platform. Since the new neurons are located within the hippocampus, one might predict that they are used to learn about spatial cues. However, many studies imply that they might not. Animals with very few new neurons after administration of an antimitic agent readily learn to find the hidden platform [42]. Similarly, Madsen et al. reported no spatial learning deficit in animals with virtually no new neurogenesis after irradiation [43]. This same type of result has been reported using different techniques and protocols to reduce cell number [42–49]. Therefore, it seems that new neurons at the age of around 1–2 weeks are not necessary for initial spatial learning—at least as expressed during training on the standard Morris water maze task. However, deficits in spatial memory have been observed when animals are tested several days or weeks after successful initial training [see for example Ref. [49]]. In addition, one study reported subtle deficits in using flexible learning strategies when 4–8 week old adult-born cells were absent in mice [50], while yet another demonstrated difficulties in a task requiring spatial relational memory [48]. Finally, reducing the functionality of the new neurons using transgenic manipulations led to deficits in spatial learning in the standard Morris water maze and eight arm radial maze [51]. As is evident, the relationship between adult hippocampal neurogenesis and spatial learning is complex.

Fig. 2. Suppressing neurogenesis with an anti-mitotic agent suppresses associative learning of a trace memory but does not suppress spatial learning in the Morris water maze. (A) Animals treated with the anti-mitotic agent MAM generated very few new neurons and (B) most of them were unable to learn the trace memory [7]. (C) Animals treated with the anti-mitotic agent generated very few new neurons but (D) readily learned to find the hidden platform using spatial cues in the environment [42]. Therefore, suppression of neurogenesis is associated with deficits in some but not all types of learning processes.
In humans, the hippocampus is most often associated with what is referred to as declarative memory—or in some circles, episodic memory [52,53]. These learning processes are typically verified through verbal recollection and awareness of an experience. For example, humans trained with a classical conditioning task of eyeblink conditioning are more likely to learn the task if they are aware of (or able to consciously recollect) the association, even though the stimuli are separated in time by a trace interval [54]. These types of learning require an animal to maintain a memory of an event over some period of time in the absence of that event and then use that memory to predict the occurrence of a different event in the future. This type of learning, often referred to as trace conditioning, can also be examined in rodent species. In rodents, it has been shown that learning this response keeps new neurons alive that would otherwise die [1,17,18].

The obvious next question is: are new neurons necessary to learn a trace memory? This does appear to be the case. In the first study of this sort, animals were treated each day with an antimitotic agent [7]. After two weeks, they generated very few new cells and in the absence of the drug, they had great difficulty learning to associate two stimuli across time. Most animals showed minimal evidence of learning the association. As shown in Fig. 2, the variability among treated animals was greater than among those untreated. Therefore, some animals were still able to learn with few new neurons while others did not. Given our data with cell survival and task difficulty, one might propose that some animals—those that can learn with ease—do not depend on the new neurons to learn. Still, other animals are unable to learn with so few new cells. However, the animals were able to learn just about any simple task that we gave them—learning about the context, spatial learning, visible cue learning, simple associations, etc. [42].

The data showing deficits in trace eyeblink conditioning have been substantiated with a different measure of trace conditioning—that of fear. During this task, an animal learns that a conditioned stimulus such as a tone predicts the occurrence of a foot shock later in time, after a temporal gap of about 30 s. The animal learns to fear the trace interval, especially the last few seconds during the gap. Trace fear learning like that of trace eyeblink conditioning requires an intact hippocampus [55]. It should be noted that trace fear conditioning has not been declared “declarative” but there is little reason to think that it would not be—because trace eyeblink conditioning is related to declarative memory and/or thinking in humans [54]. Of course, these distinctions between learning systems are somewhat arbitrary and may not map directly onto neurobiological processes [56]. Certainly, it seems clear that the acquisition of this particular type of information is easily disrupted by a disruption in neurogenesis. When either an antimitotic or irradiation was used to ablate neurogenesis, animals did not express fear of the trace interval [42,57]. In another study, animals were genetically manipulated to produce virtually no new neurons in their dentate throughout life. As adults, these animals actually expressed more fear during the trace interval. Learning other tasks was unaffected [45]. Thus, a disruption of neurogenesis tends to disrupt trace fear conditioning although some animals express more rather than less fear. From these various reports, one might conclude that neurogenesis is somehow involved in learning to appropriately fear an event in the future when the cues associated with the event are no longer present. This would suggest that the cells are somehow being used to integrate experiences in the present moment with those of the recent past to predict events in the near future.

The role of neurogenesis in contextual fear conditioning has also been assessed. Contextual fear conditioning involves the presentation of a fearful stimulus, in a specific context. Antimitotic and some irradiation studies indicate that neurogenesis is unnecessary for expression of learned fear of the context [42,57–59]. A wide variety of genetic ablation studies agree [45,48,59–61]; however, some studies provide data that suggest otherwise [44,62–67]. Given that the same method used to ablate neurogenesis has produced both positive and negative evidence for the argument that contextual fear conditioning depends on the production of new neurons, it seems that differences in conditioning protocols may explain discrepancies in the data. Moreover, Snyder et al. observed more of a learning disruption in rats than in mice after irradiation [67]. Given the data, it was suggested that neurogenesis has a more significant role because more newly made cells survive in the rat. They also found that the learning deficit was evident from irradiation occurred four or eight but not three weeks before context fear conditioning. However, Achanta et al. reported no deficits in context fear conditioning tone-shock after a similar regimen of irradiation [57]. Obviously, differing species, techniques, protocols and possibly complexities of the contexts complicate the matter. However, given the connection between cell survival and task difficulty one might propose that increased context complexity or reduced context saliency, might make the task more difficult. If so, the neurons may be more engaged by discrimination in a complex environment. Indeed, a recent paper by Tronel et al. found that genetic ablation of neurogenesis reduced the ability of mice to discriminate between two similar and complex contexts [68].

Along these same lines, it has been reported that a reduction in neurogenesis impaired spatial learning when the training conditions rendered the task more difficult to learn. Dupret et al. trained transgenic mice with genetically ablated neurogenesis on a task in which the platform location was changed every few trials [48]. Transgenic mice were unable to learn this task to the same extent as wild-type mice, even though they were able to perform as well in the traditional spatial maze task. In addition, irradiation directed at the new cells impaired performance in a radial maze task that was difficult to learn [69]. Furthermore, Kempermann and co-workers report that an antimitotic agent did not alter performance in a spatial maze at the time of testing but animals were unable to use information learned for search strategies in the future when the location of the platform was changed [50]. They conclude that new cells provide flexibility to learning processes [see also Ref. [48]]. Overall, the data to date suggest that tasks that critically engage new neurons in the hippocampus are those that are most challenging for the animal to learn. This would not preclude some tendency for tasks that depend on the hippocampus to be more involved than others because in general tasks that depend on the hippocampus are difficult to learn when compared to those that are not. Obviously, the tasks that depend on neurogenesis in the hippocampus are going to depend on the hippocampus but tasks that depend on the hippocampus would not necessarily depend on neurogenesis in the hippocampus.

6. Learning to learn

In isolation, the new cells may not seem that distinct from those generated during early gestation and postnatal development [70,71]. However, there are several key differences. Perhaps most importantly, they mature within a population of mature cells with established connections. As a consequence, they can receive synaptic input almost as soon as they are generated and can therefore do so as they are developing [39,72,73]. This input affects their survival and fate. As discussed, learning determines how many of the new cells mature but only if the task is sufficiently difficult to learn and only if animals learn it well [5,32,74]. Those animals that fail to learn display no increase in the number of surviving new cells (Fig. 1; [1–3,5,19,25]). When animals take more time to learn, it tends to result in more neurons that survive [2]. It also appears that neurogenesis is required for difficult learning, i.e. tasks that require more persistent activation of the hippocampus. It may be that new
neurons are able to integrate their current activity with that of mature neurons to predict events in the future. This would occur when the task is difficult to learn and therefore when more trials are required to learn. Ultimately, this integration produces more complex yet more efficient circuits which would ease up learning of arduous tasks in the future. These notions are supported by Aimone et al. whose computations suggest that newly generated neurons integrate information and improve the efficiency of encoding [75].

Learning quickly is of great advantage to the organism. Those animals that quickly learn to find food and avoid predation are more likely to survive to reproduce and pass on their genes. Those with the most diverse set of neurons and synapses may be at an advantage. It should be noted that just because the cells have reached maturity (i.e. stain with NeuN and can produce action potentials), they are not necessarily similar in their responses as mature neur- ons in the hippocampus. Just as adult organisms differ as a function of chronological age, so do cells. Newly generated cells that have recently matured are still different from the longer residing neurons. For example, their spines are more mobile [23] and they are more likely to express activity-dependent genes [76]. Interestingly, cells rescued from death by learning a spatial water maze task were preferentially reactivated during re-exposure to the training task [77]. As such, these cells are presumably making fine adjustments to their synapses, which may facilitate learning about similar situations that arise in the future.

7. Critical periods of time

Adult-born neurons tend to follow the same stages of development, as do cells in the young, immature brain. However, the emergence of synapses requires a bit more time [78]. Adult-born cells in the DG extend their axons into the CA3 by the end of the second week of their life and produce dendritic spines and functional synapses with other cells in about 3 weeks [78]. Presumably, these connections are guided by pre-existing synapses within the surrounding local neuronal network in the DG [23]. Most of the new neurons make connections to pyramidal neurons in area CA3 but they can also synapse on interneurons in the hilus, as well as back onto granule cells in the dentate gyrus. When the cells are slightly older—4–6 weeks of age—long-term potentiation (LTP) is more easily induced and it is of a higher amplitude than that expressed by mature neurons in the DG [79,80]. When, and if, the new cells reach the age of 8 weeks, their basic physiological properties have become much like those of mature granule cells.

That said, around one week of age, many of the adult-born new cells start to die through apoptosis. As discussed, adult-born cells in the hippocampus that are 1–2 weeks of age during training are more likely to survive if the animal learns a task requiring the formation of associative [27] or spatial memory [28]. In addition, new cells rescued from death by learning at this early stage of maturation are preferentially reactivated during re-exposure to the training task [77]. During this time period the cells are establishing synapses and, more interestingly, play a critical part in some forms of learning [see for example Ref. [71] and memory [49]. Training in turn in a spatial memory task increases dendritic growth in 1–2-week old cells depending on task complexity [40].

When the new cells are 4 weeks of age or older, they are more likely than mature cells in the dentate gyrus to be recruited into memory circuits by training on a spatial task [76]. The new cells are also more likely to survive if they are exposed to tetanic stimulation sufficient to induce LTP around this same time period [73,81,82]. In conclusion, it seems that recruitment of the new dentate granule cells into neuronal networks by exposure to external events occurs primarily when the cells are well beyond differentiation but still relatively immature.

8. Out with the old, in with the new—the role of new neurons in learning

Early on, we proposed that new neurons are used to encode the timing of events or the timing of responses [7]. This idea arose in part because the new cells are so responsive to learning the temporal relationship between very closely occurring stimuli: Exposure to a training regime that requires the animal to learn to time its responses within just a few tens of milliseconds in the framework of stimuli that last up to seconds increases the number of new adult-born cells that survive [27]. Moreover, with few of these new cells animals have great difficulties in timing the learned response adaptively and most cannot acquire an adaptive conditioned response at all [7]. It should be noted that the idea that neurogenesis may relate to learning about timing actually has its roots in the avian world [see Ref. [83]]. Nottebohm has long suggested that the new cells are used to time events and perhaps to learn new songs—again a very finely timed motor response.

Theoretically, the idea of new neurons being involved in learning about timing is plausible. New cells are continuously being generated and therefore may simply provide an endogenous template for marking events as they occur in time. One theory suggests that new cells incorporate into the existing neuronal networks without the older, more mature cells being abolished [75,84]. In this view, new cells are used to encode events in the present as they become associated with the context. Although increasing the likelihood of interference, such an additive process would be useful in order to link temporally and/or spatially related events together. Interference with existing representations, a clear drawback of this view, could be overcome with selective synaptic plasticity to new neurons [84]. Related to this idea, some have suggested that the new cells are used for pattern separation (for a review on hippocampus as a pattern separator, see Ref. [85] for example). Anatomical connections within the hippocampus are consistent with its putative role in discriminating patterns. For example, the dentate has five to ten times as many neurons as the entorhinal cortex, which feeds sensory and motor information into the hippocampus [86]. In fact, recently it was shown that a reduction in neurogenesis reduced the ability to separate patterns of auditory information [69]. If the cells become more engaged as the task becomes more difficult to solve, then one might presume that they would be involved in separating very similar patterns more than separating very different ones.

Another theory suggests that the new cells are used to replace existing mature cells in the dentate gyrus [86]. With this idea, the new cells might be used to encode events as they occur without necessarily integrating present information with past information. This idea is support by recent data published by Alme et al. [87]. A benefit of this view is that recall of past events would be shielded from interference because different sets of cells would encode events at different times. These ideas are consistent with the time-limited role of the hippocampus in trace conditioning suggested by studies showing that the structure is necessary for initial acquisition but not for long-term expression of the memory [88,89]. For spatial learning, however, it appears that the hippocampus is critically involved in the long-term expression of memory [90]. Therefore, it may be that the new neurons play a critical role in limited aspects of memory retrieval and/or expression. In any case, it seems unlikely that new neurons adhere to some dichotomous view of learning and memory, i.e. learning versus memory, hippocampal-dependent or not, declarative versus procedural, working versus reference, spatial versus nonspatial, conscious versus unconscious, etc.
9. Communication is key

When new neurons were first discovered, it was necessary to evaluate them exclusively. This approach provided us with an abundance of information about the cells and their development. However, now that we know as much as we do, it is time to consider them in their context. To process external input, the brain works as a whole, based on spatially distributed but functionally related networks of cell assemblies. One fairly convincing view of how cell assemblies scattered throughout the brain communicate to encode events is through synchronized electrophysiological oscillatory activity [91–94]. Synchrony can be observed both over several cycles as well as within single cycles, for example when faster oscillations are nested within slower oscillations, or when specific cells fire during a specific phase of another neural oscillation. As a mechanism, oscillatory synchrony enables flexible yet very effective communication: By synchronizing and desynchronizing their activity in relation to each other cell assemblies can make sure that signals are sent and received at an optimal time point leading to maximal effects, excitatory or inhibitory, with very little wasted effort or chances for error.

The hippocampus engages in oscillations that are related to the acquisition of new information. One of the most studied is the theta oscillation with a frequency of 4–12 Hz [195, for a review see Ref. [96]]. The relative power of theta predicts learning rate and increases early in learning in animals that initially show a low level of theta and learn slow [97]. Hippocampal theta oscillation synchronizes with theta in the cerebellum [98,99] especially in response to external stimulation and also modulates oscillatory activity in the neocortex [100,101]. Synchronized slow oscillations (<1 Hz) common to the hippocampus and the neocortex relate to and may even control the timing and content of communication from the hippocampus to the entorhinal cortex and further to the neocortex [102]. Moreover, high frequency ripples (~200Hz) in the hippocampus have been implicated in memory consolidation [103,104]. These events represent the synchronous firing of tens of thousands of neurons along the hippocampo-entorhinal axis [105] and might reflect the replay and consolidation of recently acquired information. Last but not least, gamma oscillations (30–80 Hz) riding on theta waves have been proposed to reflect a mechanism of representing active memories in a neocortical multi-item buffer from which the items would then be stored to hippocampal long-term memory by means of LTP [106]. This theta–gamma–synchrony could be especially useful in encoding ordered sequences of events or items into long-term memory [107,108].

Due to their increased excitability, immature adult-born granule cells may play a crucial part in the synchronous electrophysiological activity of the DG. Indeed, their removal either through irradiation or antimitotic agents disrupts ongoing oscillations in the dentate gyrus [109]. Namely, abolishing neurogenesis in mice using irradiation induces an increase in the amplitude of spontaneous gamma bursts in the dentate gyrus, as well as increases synchronization of dentate neuron firing to these bursts [109]. Our preliminary data further indicate that immature adult-born neurons contribute to theta-band oscillatory responses in the dentate gyrus. The disruption in oscillatory activity is accompanied by a profound deficit in learning a difficult trace conditioning task in which animals must associate stimuli that are separated by a temporal gap [7,110]. They have no difficulty whatsoever learning a simple task in which the stimuli are contiguous in time. Thus, the role of the newly born cells might be related to learning about the temporal relationship between stimuli as they occur in real time. Obviously, temporal accuracy of cell firing in response to stimuli, and its subsequent fine-tuning is part of the learning process. Indeed, it is critical for a system that learns to predict events at precisely the right time in the future.

4. Maturation and integration

1. Novel event
2. Recruit
3. Survival
4. Mature
5. Immature GC dying
6. Immature GC firing
7. Mature GC firing

**Fig. 3.** A model of integration of adult-born immature neurons into functional networks within the dentate gyrus (DG). We propose that when a novel event occurs, oscillatory activity, that is, synchronous firing of existing mature neurons in response to that event engages immature neurons to also fire in synchrony. These cells are thus recruited into the network. Immature neurons might be especially receptive because of their heightened excitability. At the level of the local field potential, joint activity of both mature and immature neurons would be manifested as increased synchrony and response magnitude. The new neurons might thereby enhance the quality of the output by improving both short (milliseconds) and long (days, months, years) term temporal coding.

10. Use and misuse

It is of course encouraging to know that our brains continue to produce new neurons throughout our lives. It is even more encouraging to know that we can make more of them by engaging in healthy behaviors and we can keep more of them by engaging in serious mental activity. However, the pendulum can swing the other way—with bad behaviors and minimal mental activity, fewer cells will be produced and even fewer will survive. One or two days or even one or two months may not be enough to affect the overall integrity of the dentate gyrus, much less the entire hippocampus. But day after day, year after year, such a reduction in physical and mental activity would produce a smaller granule cell layer—with fewer axonal connections to cells in CA3 and then in CA1 et cetera. Not only would the anatomical integrity be compromised but presumably so would neuronal activity and synchrony that normally develops between these cells and the older residing neurons (Fig. 3). Such a lifestyle, if maintained over years, would ultimately compromise thought processes that are necessary to integrate the present moment with memories from the past and anticipate events in the future. Unfortunately, a positive feedback system can quickly become one of negative consequence for the organism. Luckily, most humans have their share of good and bad days of thoughts and behaviors, which in the long run probably works out just fine for maintaining a state of mental and physical equilibrium.

11. From muscles to memories

The phrase “use it or lose it” is used most often to refer to the relationship between exercise and muscle mass. In this case, the cells themselves become larger after exposure to physical stimulation and strenuous activity. Once enlarged, they integrate more readily with other muscles to form functional muscle circuits. As a
consequence, motor activities and skills that were once difficult if not impossible to do can now be accomplished with ease. In this way, the analogy to neurogenesis is perhaps not far-fetched. Once generated, new neurons are stimulated to survive by engaging in neurophysiological activity related to new and challenging learning experiences (Fig. 3). New thoughts and memories arise which become integrated with past experience encoded by older, more established neurons. As such, these integrated thoughts are represented within dynamic neuronal networks, which use oscillations to mark the present moment and predict how and when events will occur in the future. Critically, once the new neurons become assimilated into the network, similar thoughts now arise with ease as new neurons are generated and more complicated thoughts and insights become possible.
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